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Overview

Experience
Environment, Microkit, 
sDDF, ipbench

Performance
Characterization via 
throughput and latency 
metrics



What we are striving for

- seL4 framework and methodology 
- Vertically integrated verification

- Separation of concerns
- Support IPv6 and a minimal set of protocols 

- Latency and bandwidth

Verified Software

Pure IPv6 Network Stack Implementation

Competitive Performance
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How did we get here?
Milestones

Release: Soon

Start: 2021

Microkit build: 2023

Performance: 2024
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Refresher
● Near completion of all network 

layers
● Working ping application
● Had recently migrated from 

Core Platform to Microkit

sDDF build: 2024



Environment 
Experience
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Lab Environment and Benchmarking

Lab
● Hosts and targets interconnected 

over a 10Gig network
● Network-connected Power 

Distribution Unit (PDU) for remote 
control and automation

● TFTP server for continuous 
integration workflows of our builds

7

● Ported latency test to IPv6
● Python wrapper scripts developed 

for batch testing
● Additional ipbench tests in progress, 

with contributions back to the 
community

● Hope to continue cleanup as we 
continue

ipbench



Microkit and Docker

Migrating to new versions 
can be challenging for a 

small team

Microkit SDKs can be added 
to a container in only a few 

lines

Upkeep Reproducibility
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Prebuilt SDKs simplify build 
environments

Official Builds



sDDF and Hardware

● Solidifying APIs
● Growing documentation

● Odroid-C2
● Odroid-C4
● imx8mm   

Improvements

Boards
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● Benchmarking utilities
● Deconstructing examples

Road Bumps



Verification Tools

● Writing C because seL4’s C parser

● Fragmentation and reassembly

● MAC layer

Isabelle/HOL

TLA+
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● Queues and Neighbor Discovery

● Inform distributed protocol implementations



General Experience

● Maturing of seL4’s 

tools

● Staying current

● Official release, API 

improvements

● Small team

● Cycling members

● Complexities in 

learning delay starts

● Responsive

● Encouraging

● Helpful

UpkeepManpower Community
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Performance
Let’s Visualize
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Architecture
Layer Separation

● Promotes modularity and 
maintainability

Inter-Layer Communication
● Utilizes queues for data 

exchange
● Aids in consistent layer 

implementations

No sDDF Virtualizers
● Decision to minimize signaling 

overhead
● Targeting systems that don’t 

require complex virtualization
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MAC Layer

IP Layer

UDP Layer

Application Layer Fragmenter

ICMPQueues Queues
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us
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includes icons by Flaticon, and infographics & images by Freepik 
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Thanks!
Do you have any questions?

Contact the team here:

alaink@lclark.edu

https://bit.ly/3A1uf1Q
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr

